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Abstract: It is essential for scholars to reflect on their research practices and critically assess scientific rigor. In the current article, we aim to critically review the state of qualitative research in organization studies by focusing on trends in sample sizes. Organizational scholars presenting qualitative, interview-based manuscripts tend to face the ongoing challenge of how many interviews are enough. The research reported in this article, covering 11 years and investigating 855 interview-based studies, provides empirical evidence that, across the years, the number of interviews seems to be rather high. The total sample included studies with more than 100 interviews (8% of the sample), more than 50 interviews (34%) and studies with more than 30 interviews (62%). Furthermore, when studies start to increase in sample size, they often do so at the expense of homogeneity across respondents. We conclude by giving some possible explanations for why we are facing such a situation today.
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1. Introduction

Many authors have addressed the difficulties of designing and conducting qualitative research (GEPHARDT, 2004; GIOIA, CORLEY & HAMILTON, 2012), writing it up (JONSEN, FENDT & POINT, 2018; SANDELOWSKI, 1998), and ultimately, getting their paper published (BLUHM, HARMAN, LEE & MITCHELL, 2011; PRATT, 2008, 2009). That said, organizational outlets are well served with treatises explaining why qualitative research is a "high-risk, high-time commitment research activity" (MARSHALL, CARDON, PODDAR & FONTENOT, 2013, p.11). With this article we aim to report on our study of a growing stream of scholarly literature that has raised concern over the state of qualitative research in organization studies—namely signposting how difficult it is to get a qualitative paper published. However, we will take a slightly different and critically reflective approach—seeking to reveal how the practice of undertaking qualitative research has, and does, change due to numerous influences brought on by changes in the research environment (e.g., reliance on funding and tough competition with quantitative studies). [1]

GEPHARDT, an experienced reviewer of qualitative research for the Academy of Management Journal (AMJ), has revealed how a large share of qualitative research submitted to leading organizational outlets seem to represent positivist epistemological standpoints, and "mirror quantitative research techniques" (2004, p.456). One visible sign of this mimicking is the reporting of large and rather heterogeneous samples in qualitative studies. However, many of these claims are based on anecdotal evidence, and there is a short supply of articles (MARSHALL et al., 2013, or MASON, 2010, to name but a few) that actually confirm the dynamics in sample sizes in recent years. This brings us to our first research question: What trends exist in terms of sample size in studies applying qualitative interviews as a method? [2]

The research environment surrounding qualitative research continues to be dominated by the quantitative paradigm. In fact, one of the reasons why organization studies tend to overuse quantitative research is that a sizeable share of researchers, but also reviewers, are well trained in positivist standpoints and quantitative research, and less aware of the interpretive paradigm (GEPHARDT, 2004), which was originally the core of qualitative research. The motivation behind this study is to encourage scholarly attention back to reflect on our epistemological understanding of what qualitative research is about. Why should we care about growing sample sizes in qualitative studies? A large and especially heterogeneous sample does not allow deep analysis, which is the essence of qualitative inquiry (SANDELOWSKI, 1995), especially when founded on a constructivist or interpretive paradigm. Qualitative researchers ought to explain how homogeneous their sample is (TROTTER, 2012), and how well it allows them to investigate their research problem in depth (SANDELOWSKI, 1995). An overly large sample might raise the question of how much time was spent with each respondent and whether the allocated contact time was in fact sufficient to cover the research problem under question. Our motivation for investigating trends in sample size in organizational outlets stems from years-long exposure to
articles that seem to have adopted a research vocabulary that explains the specifics of their sample in accordance with assumptions more common to the quantitative paradigm. To illustrate the claim, one qualitative study by SCHWARTZ and McCANN (2007) reported to have conducted close to 600 semi-structured interviews (a result of a joint-sample, where samples of three separate projects have been put together), which exceeds the recommendations made by qualitative scholars by ten times. SANDELOWSKI (1995) recommended that more than 50 interviews could harness the depth and quality of the analysis. The authors of this enormous study justify their large sample using a vocabulary and rationale more common to the quantitative paradigm:

"... the combination provides us with a larger sample and greater diversity of cases, providing not only a diversity of regions, industries and types of firms, but, because of relative differences in the focus of the three studies, additional variables which increase our appreciation of management transformations" (SCHWARTZ & McCANN, 2007, p.1530). [3]

Previous empirical investigations of sample size in qualitative interview-based studies published in the field of information systems have resulted in claiming that the number of interviews seems to correlate with many subjective determinants, such as the journal of publication (BLUHM et al., 2011), or the geographical region—whether it is a European or U.S. outlet (MARSHALL et al., 2013). In addition to the abovementioned factors, we also test whether factors like funding or composition of a sample are related to the sample sizes used by qualitative researchers. From this starting point, we arrive at our second research question: What factors contribute to the number of interviews used in qualitative studies? [4]

Through this article we contribute to organization research in two ways. First, we reflect on the changing nature of research practice—highlighting the need to acknowledge how qualitative research is actually undertaken. Existing studies that have taken a similar approach rely on much smaller datasets (BLUHM et al., 2011, who studied 198 qualitative articles from three U.S. and two European management journals), are based on the analysis of a single journal (STRANG & SILER, 2017 investigated the structure of 350 qualitative research articles published in Administrative Science Quarterly between 1956 and 2008), or have focused on a rather narrow population (MASON, 2010, who analyzed sample size in 560 dissertations utilizing interviews). Second, we seek to offer some explanations for why we are facing the problem of quantifying the qualitative, and how the changes in the research environment might have influenced this. We believe our research questions signpost an important gap in the literature because they urge qualitative scholars to reflect on their research practices as they tend to change or modify in reaction to changes in the academic research environment. [5]

In summary, in this article we report on our investigation into changes in sample size in interview-based and qualitative organization studies. We seek to map the trends and tendencies in relation to sample sizes in interview-based qualitative studies across 11 years, and possible factors explaining the sample size. We will
begin with a description of the methodology employed in our research—how we have built up the meta-analysis and systemized existing qualitative interview-based studies (Section 2). This will be followed by the results of our review of interview-based studies (Section 3), ending with a discussion and concluding remarks (Section 4). [6]

2. Method: A Reflection on 855 Qualitative Studies

There is a growing need for systematic research synthesis alongside the continuous expansion of empirical research papers. We have applied a meta-analysis to investigate the state of qualitative interview-based studies. The aim of the meta-analysis is "to synthesize existing empirical evidence and draw science-based recommendations for practice" (AGUINIS, PIERCE, BOSCO, DALTON & DALTON, 2011, p.306). That said, meta-analysis is highly suitable for conducting "quantitative literature reviews" (ibid.). We are not aiming to provide recommendations, but wish to draw attention to how the practice of conducting and presenting qualitative research seems to have changed. We have adopted the following five stages of research synthesis suitable for conducting and presenting meta-analyses as proposed by COOPER (1982, 2007): 1. problem formulation; 2. data collection; 3. data evaluation; 4. analysis and interpretation; and 5. presenting the results. As a modification, we combined steps 4 and 5 to provide a more synthesized analysis. [7]

2.1 Problem formulation

During the problem formulation stage, we selected our variables so that relevant studies could be found. The key variable in the current study is the number of interviews conducted. All our other variables serve in as much as they help to explain the possible changes in sample size across the years of the study. The data sought during the second round focused on specific elements—factors describing, but also facilitating, our understanding of the changes in samples. We decided to analyze elements that have also been highlighted by previous scholars. In addition to the size of the sample (number of interviews conducted), year (showing the dynamics in sample size), and the country of origin of the journal of publication (BLUHM et al., 2011; MARSHALL et al., 2013), we also looked at the composition of the sample (GUEST, BUNCE & JOHNSON, 2006), whether an article claimed to have reached saturation point (MASON, 2010; O'REILLY & PARKER, 2013; TUCKETT, 2004), sample share per researcher, and finally, whether the study acknowledged having benefited from funding (GREEN & THOROGOOD, 2004; MASON, 2010). [8]

Another important decision during the problem formulation stage was to narrow the scope by area of study. It has been acknowledged that research practice tends to be paradigmatically anchored to the research field (BURRELL & MORGAN, 1979). Therefore, a meta-analysis should focus on a rather narrow research field in order to acknowledge the philosophy of science, namely the epistemological, ontological and methodological assumptions that ground the discipline. For example, depending on the discipline, sampling frameworks, but
also the typical or expected sample size, may vary remarkably (ISRAEL 1992; TROTTER, 2012). Due to our background, we will focus on organization studies. Next, we moved to the data collection stage, where one identifies suitable studies to be included in the meta-analysis (COOPER, 2007). [9]

2.2 Data collection stage

The data collection stage started by setting up the criteria for selecting the journals that address organizational studies. First, we selected journals from the list of the Financial Times’ Top 50—the list of journals used by the Financial Times in compiling the Financial Times Research rank, and used as part of creating the world’s best 100 full-time MBA programs (see ORTMANS, 2018). The list serves as a guide both to scholars (JONSEN et al., 2018), who based their study on selected journals from the Financial Times list, and the students, as publishing in "top-tier North American journals remains for many colleges and universities one of the key metrics of achievement" (PRATT, 2008, p.482). In addition, the top journals advertise themselves by mentioning the fact that they are "included in the Financial Times Top 50 journals list" (e.g., in the field of organization studies). [10]

Second, to have a reasonable number of articles that cover the fields of organizational studies more likely to entail qualitative research, only those articles that cover the subject areas "management," "organizational behavior," and "human resources" were investigated. This left us with 14 potentially suitable journals out of 50 (listed below in Table 1, Scientific Journal Ranking [SJR]). On the basis of origin, the 14 top-tier organizational and management journals are strongly over represented by North American journals, yet this is a limitation we consciously accept as the Financial Times’ Top 50 is also dominated by U.S.-based journals.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Country</th>
<th>SJR 2017²</th>
<th>H Index³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative Science Quarterly</td>
<td>United States</td>
<td>10.19</td>
<td>158</td>
</tr>
<tr>
<td>Academy of Management Journal</td>
<td>United States</td>
<td>8.54</td>
<td>266</td>
</tr>
<tr>
<td>Strategic Management Journal</td>
<td>United States</td>
<td>8.01</td>
<td>232</td>
</tr>
<tr>
<td>Academy of Management Review</td>
<td>United States</td>
<td>7.88</td>
<td>229</td>
</tr>
<tr>
<td>Journal of Management</td>
<td>United States</td>
<td>6.46</td>
<td>176</td>
</tr>
<tr>
<td>Organization Science</td>
<td>United States</td>
<td>5.5</td>
<td>196</td>
</tr>
<tr>
<td>Journal of Applied Psychology</td>
<td>United States</td>
<td>4.69</td>
<td>235</td>
</tr>
</tbody>
</table>

1 https://journals.sagepub.com/home/oss [Accessed: May 29, 2019].
2 "The SCImago Journal & Country Rank is a publicly available portal that includes the journals and country scientific indicators developed from the information contained in the Scopus® database" (https://www.scimagojr.com/aboutus.php [Accessed: May 17, 2019]).
3 "The h-index is an index that attempts to measure both the productivity and impact of the published work of a scientist or scholar” (https://blog.scopus.com/posts/the-scopus-h-index-what-s-it-all-about-part-i [Accessed: May 17, 2019]).
Table 1: Initial list of top journals to be reviewed for the current study [11]

Third, the initial list was filtered by eliminating journals that do not have extensive empirical research articles (e.g., MIT Sloan Management Review, Harvard Business Review), comprise a large share of theoretical/conceptual articles (e.g., Academy of Management Review), or are largely focused on quantitative approaches and statistics (e.g., Journal of Applied Psychology, but also Strategic Management Journal and Journal of Management). Fourth, our choice of journals was restricted by whether there was full access to the journals (this eliminated the Academy of Management Journal from our list). The final list of journals selected for review is shown in Table 2.

Table 2: Final list of top journals selected for review in the current study [12]

For all six journals, a period of 11 years (2007–2017) was examined in detail. Focusing on a rather long period allows us not only to gain a wide overview, but also accounts for any changes among the editorial boards and reveals possible trends in organization studies. See Table 3 for details about our sample.

Table 3: Overview of the dataset: Research articles entailing interview-based studies between 2007 and 2017, across six journals. Click here to download the PDF file. [13]
2.3 Data evaluation stage

After collecting the studies, we moved to the data evaluation stage, where we critically assessed which studies to include and which not. Table 3 shows the number of articles that were examined during our analysis. Looking at the six journals in the period 2007–2017, a total of 4,139 articles were published. Our first screening involved filtering each journal using the keyword "interview," which resulted in 2,105 out of 4,139 articles. During the second round, we examined the 2,105 articles one by one. We excluded mixed studies (ones that mix qualitative and quantitative approaches), focusing only on pure qualitative studies. In the case of mixed studies an interview-based approach is often taken as input for a large-scale quantitative survey, or as an explanatory tool, where interviews with key informants help to explain the (peculiar) patterns revealed by the quantitative study. In addition, the database comprises only individual semi-structured or unstructured interviews, not group or focus group interviews. Only face-to-face or telephone and Skype-mediated interviews are taken into account. Lastly, we did not include articles that shied away from reporting their sample size precisely, but only reported a range. The second round left us with our final sample, 855 articles that could be considered fit for our purpose in a meta-analysis. [14]  

2.4 Analysis and interpretation stage

The method of analysis applied in this article involved a means comparison: we analyze whether the average sample size differs on the basis of the variables mentioned above (e.g., sample composition, saturation point, journal, etc.). If, based on the variable, there are two groups, a t-test is applied; in the case of three or more groups, an analysis of variance (ANOVA) is applied. To facilitate this, some outliers have been removed (see Section 3), and to check the robustness a non-parametric median-test has been run, which provided similar results. [15]  

An important remark about our research methodology is that initially we included sampling strategy in our list of aspects to be analyzed when we first started collecting the data, but quite soon after the initial analysis we removed it. The reason was that researchers very rarely mentioned what sampling strategy they applied. This might be a field-specific practice, or a general lack of attention to this aspect. For example, if we look at the articles from Organization Studies for 2017, the year with the highest share of articles (57), 42 articles out of 57 (74%) do not mention their sampling strategy. In some rare cases, the reader might guess the sampling strategy, but even using the inter-rater reliability approach (i.e., having multiple researchers independently assess what the sampling strategy employed by the study might be), we would not know for certain how the authors of the study actually designed their sample. Therefore, we did not see any rationale for including sampling strategy as one of the aspects to be analyzed. Since only a small percentage of studies mention the sampling strategy, we are not able to make statistically credible comparisons between sample size and sample strategy. A detailed overview of our results including
comparisons with previous findings and critical remarks about the state of qualitative research will be given in Section 3. [16]

3. Results

3.1 Sample sizes: Have they grown?

Of the 855 studies analyzed across the period of observation, 2008 has the smallest number of papers with qualitative interviews: 45 papers were identified according to our search criteria defined above. In general, the number of papers has increased over time: in 2009–2010 it was around 60, by 2016 it had reached more than 100 (see Table 3). Analyzing the number of interviews conducted in these papers (from here on, also called "sample size"), it can be witnessed that the median sample size has been relatively stable in the observed period. This is also demonstrated by the line inside the box in Figure 1—around 30–50 interviews per study. However, there are several exceptionally large values for sample size (i.e., outliers), demonstrated by points on the boxplot. This leads to higher mean values over time, ranging from 40 to 60. Figure 1 demonstrates that the highest sample size was 600 in 2007, which is an extremely high number of interviews in a single study. The proportion of studies with very many interviews is consistently high during the observed period—the total sample included studies with more than 100 interviews (8% of the sample), more than 50 interviews (34%) and studies with more than 30 interviews (62%). We might explain this anomaly by the fact that the current study examined only top-level journals, where the expectations of the quality of interview-based studies are high. To confirm the claim, the vast majority of the large interview-based studies were longitudinal studies with repeating interview cycles held in the same place or involving interviews in several countries (often this was the case in grant-funded studies) by various research groups. This in turn provides food for thought about the impact of project-based (grant-based) studies on qualitative research.
As VAN MAANEN reminds us, design and analysis of qualitative research often go hand-in-hand, and demand "highly contextualized individual judgements" (1998, p.xi) from the researchers. Considering the amount of time that in-depth analysis and administering qualitative data demands, authors like BODDY (2016) or SANDELOWSKI (1995) respectively suggest that a sample size of 50 or 30 in-depth interviews is large for a qualitative study. The outliers in our findings exceed these recommended administrable sizes by 10 to 20 times. Yet, as outliers seem to be present across the whole period of observation, we can expect this to be a new normal in qualitative studies. [18]

As can be seen in Figure 2, the most frequent classes of sample size are 21–30 (19% of studies), 31–40 (15%) and 11–20 (14%). In total, the majority of the studies have used 11–60 interviews (72%).
Our investigation of articles revealed a rather interesting trend in publications. Studies often draw on numerous separate research projects from a longer period but combine samples for a specific publication. A good example of an article that uses combined samples is SCHWARTZ and McCANN (2007), where they report close to 600 semi-structured interviews, data gathered by three research projects carried out between 2000 and 2006. This ultimately resulted in declaring a sample size close to 600 respondents. In addition, SWART and KINNIE (2014) draw on two research projects: their "roof-article" published in *Human Resource Management* is based on two projects combining 150 and 38 interviews with a rather heterogeneous array of respondents. CHROBOT-MASON, RUDERMAN, WEBER and ERNST (2009) based their findings on the results of a combined dataset from two separate studies that involved 134 interviews. Lastly, KJÆRGAARD, MORSING and RAVASI (2011, p.519) explain how their grounded theory "study started as two separate research projects, which later converged into a joint investigation," where they merged two databases so that the data gathered between 1990-2000 included 203 interviews (109 interviews conducted between 1990–1993, and 94 interviews collected between 1999–2000). The studies highlighted here illustrate only a small fragment of the whole list of studies that combined samples from different research projects. In summary, to answer the question about whether sample sizes have grown over time, we can say that is not the case, but there is a remarkable share of studies that report a large sample size in every year. In order to eliminate the impact of outliers, we removed studies with more than 200 interviews (altogether 10 studies), and hence the number of studies under analysis is 845. [20]

### 3.2 What Factors Contribute to the Number of Interviews Used in Qualitative Studies?

The first question that comes to mind is that perhaps the bigger the research group (i.e., the more authors), the bigger the sample. As large research projects are inevitably conducted by large research groups, we might assume that papers published by these groups have a longer list of authors and the number of interviews conducted per researcher is still reasonable. That said, it is relevant to ask whether large samples are also conducted by larger groups of researchers? Based on our data, this is not evident: there is no evidence that larger sample sizes are collected by more authors (Table 4). [21]

The literature reveals how research disciplines vary remarkably depending on how many participants of the research team gain authorship when the research results are published. For example, lab-based sciences (e.g., natural sciences, physics, biomedicine, etc.) tend to practice a collective research culture, where it is a common practice to "include all the names of participants in the laboratory research group" (LIBERMAN & WOLF, 1998, p.245). BANDYOPADHYAY (2001, p.146) found that across disciplines, the share of papers with multiple authors in physics is 62.24%, in mechanical engineering 36.6%, in mathematics 36.3%, in philosophy 12.3%, and only 3.85% in political science. Therefore, the number of authors may not be connected to the reported sample size.
Out of the different variables we tested, in addition to author, also saturation point and country of origin of the journal did not have an effect on sample size: the

Table 4: Difference in mean sample size by groups\(^4\) [22]

<table>
<thead>
<tr>
<th></th>
<th>Number of papers</th>
<th>Mean number of interviews</th>
<th>SD of number of interviews</th>
<th>Sig. value of test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 author</td>
<td>191</td>
<td>45.4</td>
<td>31.4</td>
<td>0.218</td>
</tr>
<tr>
<td>2 authors</td>
<td>337</td>
<td>44.1</td>
<td>29.4</td>
<td></td>
</tr>
<tr>
<td>3 or more authors</td>
<td>317</td>
<td>48.4</td>
<td>35.2</td>
<td></td>
</tr>
<tr>
<td>Journal</td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Organization Studies (UK)</td>
<td>280</td>
<td>42.5</td>
<td>30.7</td>
<td></td>
</tr>
<tr>
<td>Organization Science (US)</td>
<td>131</td>
<td>50.8</td>
<td>32.5</td>
<td></td>
</tr>
<tr>
<td>Journal of Management Studies (UK)</td>
<td>100</td>
<td>49.3</td>
<td>36.3</td>
<td></td>
</tr>
<tr>
<td>Administrative Science Quarterly (US)</td>
<td>35</td>
<td>68.4</td>
<td>34.3</td>
<td></td>
</tr>
<tr>
<td>Human Relations (US)</td>
<td>238</td>
<td>41.3</td>
<td>27.1</td>
<td></td>
</tr>
<tr>
<td>Human Resource Management (US)</td>
<td>61</td>
<td>52.1</td>
<td>39.6</td>
<td></td>
</tr>
<tr>
<td>Composition of the sample</td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Homogeneous</td>
<td>134</td>
<td>17.7</td>
<td>14.8</td>
<td></td>
</tr>
<tr>
<td>Semi-heterogeneous</td>
<td>228</td>
<td>35.1</td>
<td>21.5</td>
<td></td>
</tr>
<tr>
<td>Heterogeneous</td>
<td>483</td>
<td>59.0</td>
<td>32.9</td>
<td></td>
</tr>
<tr>
<td>Saturation point</td>
<td></td>
<td></td>
<td></td>
<td>0.455</td>
</tr>
<tr>
<td>Not mentioned</td>
<td>748</td>
<td>46.3</td>
<td>32.7</td>
<td></td>
</tr>
<tr>
<td>Mentioned</td>
<td>97</td>
<td>43.7</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td></td>
<td></td>
<td></td>
<td>0.162</td>
</tr>
<tr>
<td>United States</td>
<td>465</td>
<td>47.4</td>
<td>31.9</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>380</td>
<td>44.3</td>
<td>32.3</td>
<td></td>
</tr>
<tr>
<td>Funding</td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Not mentioned</td>
<td>465</td>
<td>42.3</td>
<td>31.2</td>
<td></td>
</tr>
<tr>
<td>Mentioned</td>
<td>380</td>
<td>50.5</td>
<td>32.8</td>
<td></td>
</tr>
</tbody>
</table>

Footnote:

\(^4\) In the case of two groups, the t-test is used. If there are more than two groups, ANOVA is used.
mean number of interviews is not statistically different in these groups (Table 4). However, the mean number of interviews was different according to the composition of the sample, the journal and the funding. These findings are further discussed below. [23]

3.3 Composition of the sample: How heterogeneous can it be?

According to FUSCH and NESS (2015, p.1409), "there is no one-size-fits-all method to reach data saturation," and "this is because study designs are not universal." We acknowledge and agree with this claim, yet, the current empirical study can highlight commonalities in how researchers conduct interview-based research. Studies tend to cluster, based on their sample composition. According to ROBINSON (2014, p.26), the degree of heterogeneity can be determined by various parameters, as "demographic homogeneity, graphical homogeneity, physical homogeneity, psychological homogeneity or life history homogeneity." We seek to focus on demographic homogeneity: "Homogeneity imparted by a demographic commonality such as a specific age range, gender, ethnic or socio-economic group" (p.28). [24]

By investigating in detail the composition of the sample for each of the 855 qualitative interview-based studies, based on their socio-economic background, we could divide them into three groups: studies with heterogeneous, semi-heterogeneous or homogeneous samples (Table 5).

<table>
<thead>
<tr>
<th>Type of sample</th>
<th>Description</th>
<th>An exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterogeneous sample</td>
<td>A sample where interviewees cover a wide array of individuals from various positions and companies (in most cases also from different countries and sectors).</td>
<td>A study confirming this case is FARNDALE et al. (2010), where a total of 248 people from numerous sectors, job titles, and 19 countries were interviewed.</td>
</tr>
<tr>
<td>Semi-heterogeneous sample</td>
<td>A sample where interviewees cover individuals from various positions, but all from the same company or branch of industry; or, for example, all respondents are from different companies but from the same occupation or the same status of employment.</td>
<td>An illustrative study of a semi-heterogeneous sample is found in NEELEY (2013) —a study that comprised 41 respondents from various jobs in one French high-tech company to investigate how workers experience and express status loss in reference to their English fluency level.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Type of sample</th>
<th>Description</th>
<th>An exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous sample</td>
<td>A sample where interviewees cover individuals from the same and rather narrow position, and preferably also from the same company or equivalent.</td>
<td>Research from AUDEBRAND and BARROS (2017, p.1), when they investigated “co-operatives successful battle against corporate dominance in the Québec funeral industry.” For this, they interviewed 12 managers (out of a possible 30) from funeral co-operatives in the Québec province in Canada.</td>
</tr>
</tbody>
</table>

Table 5: Typology of samples [25]

Figure 3 provides evidence of how interview-based studies across the 11 years are dominantly based on heterogeneous samples—depending on the year, heterogeneous samples make up 52%–76% of all the samples. This implies how qualitative studies in leading journals tend to be based on samples where interviewees cover a wide array of individuals from various positions and companies, in most cases also from different countries and sectors.

![Figure 3: Distribution of studies by composition of sample and year]  

In addition, when we zoom in to the journal level (see Figure 4), *Human Resource Management* has been the scholarly outlet with the greatest share of heterogeneous samples. In contrast, *Organization Studies* and *Administrative Science Quarterly* display the lowest share of heterogeneous samples.
As can be seen from Figure 5, there is a clear tendency that homogeneous samples prevail in studies with less than 20 interviews and heterogeneous samples prevail in studies with more than 30 interviews. In studies with more than 30 interviews, homogeneous samples are rare (3% among this group) and the majority of studies use heterogeneous samples (80%).

The composition of a sample (whether the authors aim at homogeneity, semi-homogeneity or heterogeneity), has an effect on sample size. In the case of a homogeneous sample, the mean number of interviews per study is the lowest (about 18), in the case of a semi-heterogeneous sample, the mean number of interviews is 35 and in the case of a heterogeneous sample, it is 59 (Table 4). This result provides strong evidence to support the main claim of this article—a quantifying of the qualitative paradigm. When studies start to grow in sample...
size, they often do so at the expense of homogeneity across the respondents; for example, conducting interviews in different countries, and/or across all levels of organizational hierarchy. The composition of the sample is what ultimately determines whether and how soon we reach saturation in information flow (ROMNEY, WELLER & BATCHELDER, 1986). To sum up this section, we highlighted the need to pay more attention to the ways samples are composed and whether authors discuss the fit between their homogeneous, semi-homogeneous or heterogeneous sample and their respective research problem. [29]

3.4 Saturation point: How to justify it?

By far the most widespread instrument for limiting sample size in qualitative research has been saturation point—a decision point where the researcher can stop interviewing as new participants deliver little or no new information (BOWEN, 2008; GLASER & STRAUSS, 1967). We give evidence of the practice where a vast share of authors justify their sample size not by claiming a good fit between their research problem and the composition of the sample, but instead referring to the classics; for example, as recommended by GUEST et al. (2006), a sample of 12 interviews can be sufficient. Numerical justification by preset benchmarks is rare, and less sought in qualitative research. Furthermore, it is the essence of qualitative research that samples are highly context-based, thus universal numerical recommendations have weak explanatory power. [30]

Figure 6 provides detailed information about the distribution of studies that have claimed to have reached saturation point. Across the 845 qualitative studies that we investigated, only 10% even mention saturation point. However, there is no difference in average sample size when comparing those studies that claim to have reached saturation point and those which have claimed not to (see Table 4).

![Figure 6: Distribution of studies by sample size and saturation point](http://www.qualitative-research.net/)

We would question the universal expectation of showing the saturation point for all qualitative research. Having originated from grounded theory, the concept of saturation point is perhaps too quickly, and in an unquestioned manner taken over to be used across all qualitative research methods. Therefore, we provide support
to the claim by O’REILLY and PARKER, "as saturation becomes unquestioned and expected, it is necessary to take time to reflect on what this actually means for research practice" (2013, p.196). A vast share of studies that mention saturation point might do so merely because it is strongly expected from the reviewers. We consider a potential solution to be to divide the heterogeneous sample into smaller sub-groups and to seek saturation for all potential sub-groups of the larger sample (KINDSIKO & BARUCH, 2019). To conclude this section, we provide evidence of the need to reconsider the ways researchers justify their samples and give further attention to how "tools" like saturation point are being used both by authors and reviewers. [32]

3.5 Country (U.S. vs. Europe): How much do research traditions differ?

Of the 845 studies analyzed here, 57 report 100 or more interviews (7%), and differentiated by journals the result is as follows: Organization Studies (28%), Organization Science (17%), Journal of Management Studies (16%), Administrative Science Quarterly (12%), Human Relations (16%), and Human Resource Management (11%). One of the most common complaints among the qualitative researchers who have managed to get their work published in leading North American journals is the perception that "qualitative research has to be much better than its quantitative counterpart to be accepted" (PRATT, 2008, p.490). Furthermore, reviewers seem to evaluate qualitative research with inappropriate (positivistic quantitative) standards, and this also applies to the demands over sampling. Disproportionately high expectations might be one of the factors fueling the tendency of qualitative researchers to mimic the quantitative and seek to impress the reviewers with large samples. [33]

According to MARSHALL et al. (2013), U.S. researchers tend to present larger sample sizes than their colleagues from other countries. The current study is comprised of four U.S.-based journals and two U.K.-based journals; therefore, the results might be inclined toward the epistemological traditions of the United States. This could possibly be one of the limitations of the current study as most of the journals investigated are of U.S. origin. Then again, we could claim how U.S. journals are rather well served by qualitative studies authored by U.K. scholars, and vice versa. Therefore, we are not able to say how strongly our findings are influenced by the North American "tradition of large samples." To compare our findings with previous research, in 2011, BLUHM et al. reviewed 198 qualitative studies from both continents (three U.S. and two European management journals) and found that the preference toward larger sample sizes in North American journals have been interpreted as:

"a product of the logical positivism and quantitative rigour embedded in American academic institutions that train many of the field’s scholars. Such a positivistic grounding is challenged and even dismissed by European scholars and institutions, which more readily embrace and teach a variety of qualitative approaches to studying organizational phenomena" (p.1867). [34]
Although our study comprises only two U.K. journals (Organization Studies and Journal of Management Studies), considering the number of articles we worked through within the mentioned journals (380 articles, which is 45% of the total 845), it still provides a relatively good comparison. [35]

According to our findings, there is no statistical difference in the mean number of interviews between U.S. and U.K. journals. Therefore, we dispute previous research that claims a sharp difference between U.K. and U.S. outlets (e.g., MARSHALL et al., 2013). A possible explanation here might be the fact that the editorial boards of the leading journals (both U.K. and U.S.) are dominated by U.S.-based board members, or are rather international to claim the dominance of any epistemological tradition. For example, BURGESS and SHAW (2010) investigated 2,952 editorial board memberships from 36 journals across the Financial Times list and found that the editorial boards of leading journals are strongly influenced by males originating from high status U.S. universities, and specializing in organizational behavior and enterprise/small business fields. To gain an overview of the composition of the editorial boards of our sample journals, Table 6 covers the distribution of editorial board members by country of origin and journal (as of September 2018).

<table>
<thead>
<tr>
<th>Journal</th>
<th>No. of countries in editorial board</th>
<th>Other %</th>
<th>United Kingdom %</th>
<th>United States %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization Studies (UK)</td>
<td>19</td>
<td>49%</td>
<td>38%</td>
<td>13%</td>
</tr>
<tr>
<td>Journal of Management Studies (UK)</td>
<td>28</td>
<td>44%</td>
<td>22%</td>
<td>34%</td>
</tr>
<tr>
<td>Organization Science (US)</td>
<td>15</td>
<td>18%</td>
<td>6%</td>
<td>76%</td>
</tr>
<tr>
<td>Administrative Science Quarterly (US)</td>
<td>11</td>
<td>22%</td>
<td>6%</td>
<td>72%</td>
</tr>
<tr>
<td>Human Relations (US)</td>
<td>17</td>
<td>37%</td>
<td>36%</td>
<td>27%</td>
</tr>
<tr>
<td>Human Resource Management (US)</td>
<td>8</td>
<td>10%</td>
<td>4%</td>
<td>86%</td>
</tr>
</tbody>
</table>

Table 6: Composition of editorial board across the six journals [36]

Interestingly, both U.K.-based journals reveal greater heterogeneity in terms of how many different countries their editorial boards reveal. The editorial board for Organization Studies comprises members from 19 countries, and the Journal of Management studies covers 28 countries. Figure 7 reveals how the editorial boards of U.K.-based journals are not dominated by U.K.-based board members, but U.S.-based journals have a rather clear dominance of U.S.-based board members—72–86%, the only exception being Human Relations, where only 27% of members are of U.S. origin.
However, these results should be taken with caution, because the country of origin is usually given based on the academic institution where the member of the editorial board works. It might not be positively correlated with the country where the researcher was trained and where he or she developed base assumptions on how to craft qualitative research. For example, a U.K.-based researcher might have gained his or her degrees and training from the United States and vice versa. [38]

Although there were no differences in mean sample size by countries, quite substantial differences occur according to journal, which is also reflected in Table 4. The highest average number of interviews per paper can be found in Administrative Science Quarterly (68) and slightly lower is this number for Human Resource Management, Organization Science and Journal of Management Studies (52, 51 and 49 respectively). The smallest average number of interviews can be found in Organization Studies and Human Relations (43 and 41 respectively). [39]

3.6 Demands from the grant provider: How large a sample is needed to get my research funded?

During the process of grant applications, researchers are forced to provide methodological plans that are as detailed as possible—this implies that they have to provide clear information about how many will be interviewed, who will be interviewed, how and for how long. The influence from funding bodies andpreset sample sizes in the application can be at odds with the very core of the qualitative research. As reflected by GUEST et al. (2006, p.60):

"It is precisely a general, numerical guideline that is most needed, particularly in the applied research sector. Individuals designing research—lay and experts alike—need to know how many interviews they should budget for and write into their protocol, before they enter the field." [40]
Considering how costly (in terms of money, time, and brainpower) in-depth interviewing can be, funding can turn out to be an important restriction on sample size. For example, researchers might be forced to stop recruiting new interviewees when they run short of money—leaving the sample perhaps too small (GREEN & THOROGOOD, 2004). From another point of view, researchers might also be forced to conduct interviews with a sample size preset by the grant application. The latter is a tendency that has been critically highlighted by previous studies: “it is becoming an increasingly common requirement at the design stage, for planning, funding and ethical review, to state in advance the proposed size of the sample” (O’REILLY & PARKER, 2013, p.193). [41]

Based on our sample, the number of interviews is related to funding: there is a clear tendency that when funding is mentioned, the sample size is larger (the mean sample size of this group is about 50), while if funding is not mentioned, the mean sample size is around 42 (Figure 8).

Interpreting our results by juxtaposing the sample size and whether the research was funded or not, we can see how those studies that have gained funding tend to be the largest and most heterogeneous. More than seventy percent of the funded studies claim a sample size of 30 or more. In comparison, in the studies that did not gain funding, less than 60% claim a sample size of 30 or more. The fact that the majority of large-scale studies depend on external funding has resulted in hiding away the saturation point or any other rationalization about the sample size—as researchers have little control over the "pre-ordered" sample size. We believe this conclusion to be the most important and highly problematic issue that should be addressed in future studies—how and in what ways will project-based funding modify existing practices of conducting qualitative research? [43]
4. Discussion and Concluding Thoughts

The title of this article is an extract from a reflection by a top scientist who had managed to get a qualitative study published in a leading North American organizational journal:

"Qualitative papers are at a disadvantage from the beginning simply because they have to be so much better than the average quantitative paper. Because qualitative researchers suffer from an inferiority complex (being the poor and embarrassing cousin to the gentrified quantitative academics) they are reviewed with a much more critical and discerning eye" (PRATT, 2008, p.491). [44]

We have reflected upon the changing nature of research practice—highlighting the need to acknowledge how qualitative research is actually undertaken. We sought to bring forward how the conditions from the research environment seem to influence the way qualitative research is undertaken. A large share of literature has highlighted how qualitative researchers feel the need to defend themselves from the dominance of quantitative superiority (GEPHARDT, 2004; PRATT, 2009), a tactic of mimicking the quantitative paradigm in order to get their qualitative study published. The most evident trace of this is the over-proportionally and unjustifiably large sample size. We contribute by revealing factors that might have influenced the ways researchers conduct interview-based research. To our knowledge, the organizational research community lacks comprehensive and evidence-based reflection on what is happening with sample size in leading journals. That said, we sought to bring scholarly attention to the ways the research environment has and seems to continue influencing how researchers design, conduct and frame (publish) qualitative research. [45]

We revealed how sample sizes in interview-based studies in leading journals are rather high and heterogeneous. We believe that 11 years is a rather short period for witnessing radical trends in research practice; in other words, to reveal a vast increase in sample size. Therefore, although we did not see remarkable growth in sample size, our study still revealed several problems with the overall practice of conducting and presenting qualitative interviews. [46]

First, qualitative research in leading journals tends to build on a rather large and heterogeneous sample. Furthermore, most studies do not reveal their sampling strategy—their logic behind selecting specific informants. We believe such a practice is creating a threat to the basic epistemological, ontological and methodological assumptions that separate qualitative and quantitative approaches. If qualitative research continues mimicking the quantitative (large and heterogeneous samples), qualitative studies may start to lose the most important advantage it is supposed to have—instead of testing a preset hypothesis and knowledge, qualitative research should build on the ability to go in-depth into the research phenomena and provide highly novel insights. As several editorial notes from leading organizational journals admit (PRATT, 2008), the articles that seem to have had the largest impact on the profession, tend to build on the qualitative approach. Yet, at the same time, qualitative studies are
the most critically scrutinized both by editors and reviewers, as well as fellow qualitative researchers who have the power to evaluate whether the specific study is fit enough to be published in their outlets. [47]

Second, studies that gained funding revealed the most heterogeneous and largest sample sizes. Possible reasons for this might be the perception that in order to get funding in the first place, a small number of interviews are seen as insufficient by both the researchers and the funding body. These studies might end up with heterogeneous samples due to the fact that funding institutions would prefer a more comprehensive overview of the research problem, one that includes as many stakeholders or fields as possible. Acknowledging the possible effect of grant money in raising the sample size in qualitative research, we claim that organizational scholars should therefore critically modify and develop methodological standpoints to assure a better fit with the new research environment. For example, we revealed how rarely researchers justify the composition or the size of their sample. Therefore, we claim that even when research grants tend to expect large studies, scholars should pay more attention to the design of their sampling. For example, although the application of saturation point as a tool for providing evidence of "the goodness" of the sample is not seen as universally necessary in the case of all qualitative research (O'REILLY & PARKER, 2013). When it is used, it should be fit for purpose and convince the reader. We managed to show how only about 10% of the 855 studies mentioned reached saturation point, which might not be a problem in itself, but when highly heterogeneous samples with 100 and more respondents (e.g., people from various occupations and countries) claim to have reached saturation point, then we might have a problem. [48]

As in all cases, our article has a few limitations. Foremost, this study is constrained by the choice of journals we investigated. First, future studies could expand the sample. All the journals investigated in this study represent top scholarly outlets, which, on the one hand is a good thing—revealing trends in sample size among top qualitative studies (as often they are taken as a benchmark for others); yet, on the other hand, top journals are largely of U.S. origin, which could give preference toward the epistemological, ontological and methodological preferences set by the respective country and scholarly community. In this case we leave the question open and debatable—as the academic community is highly international, the country of origin of the journal might not be as strict a limitation as once considered (e.g., by BLUHM et al., 2011). Authors might have been trained (gained their degrees) in one country, working in several countries and co-authoring with numerous individuals across the world. In that respect, what we might witness is a mix of epistemological, ontological and methodological assumptions. Second, the current study is based on English language journals. Future studies could investigate similar aspects across journals where the language is not English. Our choice of English based journals was made as English language tends to dominate among scholarly outlets. [49]
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