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Abstract: Integrating digital data and methods can extend the scope of qualitative social research. 
However, to date, this has hardly ever happened. Computer and data scientists have already 
developed tools that could be used as a starting point, but they must be adjusted to the special 
needs of qualitative research. To explore the limits and possibilities for qualitative social research, it 
is not only essential to critically analyze digital data and the corresponding methods. Researchers 
should also reflect on their own perspective. In my contribution, I point to connections to the digital 
humanities and the computational social sciences. Based on the example of a discourse analysis 
that followed a sociology of knowledge approach, I model the qualitative research process and 
demonstrate which steps can be extended with digital methods. Subsequently, I discuss key 
challenges and point to strengths and possible pathways to show how digital data and methods can 
be further developed. I lay a foundation for creatively integrating new digital elements into the 
qualitative research process. I thus shed light on the transformation of research questions, fields, 
methods, and epistemologies.
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1. Digital Data and Methods and How They Are Connected to 
Qualitative Social Research

People are increasingly producing data in their everyday lives (KITCHIN, 2014a; 
LUPTON, 2015). For example, it has been estimated that worldwide in 2020, 
around 190 million e-mails were sent per minute, 1.3 million logins were made to 
Facebook, and over a million U.S. dollars were spent in online shopping (LEWIS, 
2020). However, it is not only the production of data that is rapidly increasing as a 
result of digitization. Human activity is also influenced by the collection, analysis, 
and utilization of data; the analog and the digital are closely interrelated (BECK, 
2019 [2015]; BOELLSTORFF, 2016). At the same time, it is postulated that there 
is a "Metric Society" (MAU, 2019) which is said to be more quantifiable than ever 
before. Accordingly, in scientific discourse, there is a powerful narrative that in the 
age of the Internet, an almost infinite amount of text, image, audio, and video 
data is available for potential analysis. At the same time, access to large amounts 
of digital data are presented as simplified, facilitating a quick and precise analysis 
with digital methods (DOURISH & GÓMEZ CRUZ, 2018; MAYER-
SCHÖNBERGER & CUKIER, 2013). In addition, existing qualitative research 
practices are challenged, as in many cases they are no longer considered 
sufficient for the analysis of digitally permeated societies. Numerous challenges 
concerning the use and further development of digital methods and data would 
need to be addressed in order to realize the potential that undoubtedly exists for 
cultural studies and the social sciences (MOSCONI et al., 2019; PAULUS, 
JACKSON & DAVIDSON, 2017; RUPPERT, LAW & SAVAGE, 2013). In this 
paper, I assume that qualitative research is both changed and extended when 
digital methods are applied and digital data are processed. Hence, I explore on 
the one hand which concrete data and methods qualitative researchers could use 
in which settings. On the other hand, I question how qualitative research designs 
change when individual steps are realized in a digital way. [1]

There is potential for qualitative research practices in using and developing digital 
methods. It goes beyond digital or virtual ethnographers development of 
ethnographic methods to collect data in digital research fields (HINE, 2015; 
KNOX & NAFUS, 2018; PINK et al., 2016), and also does not focus on the use of 
a single tool for digital data analysis, for instance in the context of computer-
assisted qualitative data analysis software, CAQDAS for short (EVERS, 
CAPRIOLI, NÖST & WIEDEMANN, 2020; GIBBS, FRIESE & MANGABEIRA, 
2002; MacMILLAN, 2005). Rather, I argue for an understanding of digital 
methods that sets out to remove the rigid boundaries between qualitative and 
quantitative analyses of society. The aim in doing so is not to abandon or 
subordinate qualitative perspectives. Instead, I ask how methodological 
approaches and digital possibilities are intertwined and conditioned by each 
other, which digital data and methods can be used purposefully in qualitative 
research perspectives, and how they need to be further developed. [2]

In the following, I will first explain what is meant by digital humanities (DH) and 
computational social sciences (CSS), and how the two differ or overlap (Section 
2.1). I then outline qualitative social research from a cultural studies perspective 
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and address how digital data extends the scope of sources (Section 2.2). Using 
the example of my own study of digitization in the health care sector that follows 
KELLER's sociology of knowledge approach to discourse (2011 [2005]), I model 
qualitative research processes (Section 3) and demonstrate how they can be 
extended through digital data and approaches (Section 4). I then systematize key 
challenges and identify potentials of digital methods in qualitative research 
(Section 5). Finally, I draw conclusions with regard to using digital data and 
methods and their further development and adaption to the needs of cultural 
studies and the social sciences (Section 6). [3]

2. Digital Data and Methods for Qualitative Research in Cultural 
Studies and Social Sciences—a Contradiction?

2.1 Digital humanities, computational social sciences and digital methods

Recently, in humanities, cultural studies, and the social sciences, digital methods 
are in development with different foci. In the humanities they are referred to as 
DH and in the social sciences as CSS. Both are considered bridges that link 
subjects (SAHLE 2015, Chapter 2) or transformational sciences (JANNIDIS, 
KOHLE & REHBEIN, 2017a, p.XI), which are expected to be particularly useful in 
analyzing large amounts of data. For this purpose, new, digital methods of 
investigation are used in addition to digital data. In this context, quantitative 
approaches are primarily used because they are compatible with methods from 
information technology. One difference between DH and CSS concerns the types 
of data used. While DH work predominantly with historical, retro-digitized material 
(such as historical documents or paintings), researchers in CSS focus on 
contemporary digital data (such as posts on Twitter or media coverage) 
(FRANKEN, 2022a). The methodological developments and considerations, 
however, are comparable. In both cases, the potential goes far beyond bringing 
together the digital paradigm (in the sense of computer and information sciences) 
and humanities or social sciences (in the broad sense of humanities, cultural 
studies or social sciences). [4]

Digital methods push the boundaries of established qualitative methods that 
include interviewing, observations, or analyzing audiovisual data, as we will see in 
Section 4. This changes the way data are generated and analyzed and the way in 
which findings are presented (BERKELAAR & FRANCISCO-REVILLA, 2018, 
p.17). As a result, new research opportunities are emerging. SAHLE (2015, 
Chapter 2) differentiated between "low end" and "high end" methods. However, 
this classification implicitly devalues the use of generic tools because "high end" 
DH is in fact not only about developing specific new tools and methods, as he put 
it (ibid.). Extending one's own methodology with DH perspectives also goes far 
beyond what would be called "low." SVENSSON (2016, p.16) distinguished 
between minimal and maximal readings of DH, and thus between "application of 
computer technology to traditional scholarly work (a minimalist reading) and 
changing the substance of humanistic matter (a maximalist reading)." Neither, 
however, clarified clearly enough that fundamentally different activities can be 
captured with digital methods. In the following, I will therefore distinguish between 
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an extended methodological toolbox on the one hand and, on the other hand, a 
methodological experiment kit through which something new can be created. 
Both DH and CSS are to be understood as toolboxes because existing basic 
approaches from computer science are used for simple operations. With them, 
digital methods, procedures, tools and standards are established and further 
developed, hence facilitating work. For example, commonly used terms in texts 
can be easily identified ("n-grams," BUBENHOFER, 2017) or large amounts of 
data from the web can be stored ("crawling," BARBARESI, 2019, p.30). From the 
perspective of an experiment kit, new things can emerge in DH and CSS through 
collaboration and openness: experiments that are only made possible by 
extending the scope of techniques and combining them for new research 
questions. Through machine learning, for example, researchers can extract 
implicit statements from historical sources (NELSON, 2020) or visualize the 
descriptive language used to express specific periods from a large set of images 
by arranging them by color or brightness (MANOVICH, 2020). However, these 
experiments become possible only after digital processing has been adapted, 
modified, and combined to suit possible research interests. Through this 
differentiation into toolboxes and experiment kits, it becomes clear that digital 
methods capture a wide range of different activities. [5]

Researchers in DH and CSS ask how research questions in the humanities and 
social sciences can be used and adapted with digital technology and concepts 
from computer science. Such methods, procedures, and models are referred to 
as computational because they use computer programs or scripts to study (not 
only) digitized societies by collecting, processing, and analyzing digital data. For 
the humanities, cultural studies, and social sciences, this is an opportunity to 
rethink how digital processes can and should be combined and enhanced to 
answer emerging questions. [6]

Both transformational sciences are in the process of becoming institutionalized. 
DH have been increasingly developing into a stable research network which has 
come to include research centers, service points in libraries, professorships, and 
degree programs in recent years; on the blog of their German-language 
association, more than 100 professorships have been reported in this context 
(SAHLE, 2019). Introductory textbooks have been published in German 
(JANNIDIS, KOHLE & REHBEIN, 2017b) and English (SCHREIBMAN, 
UNSWORTH & SIEMENS, 2004) for more than 15 years, with "Humanities 
Computing" (McCARTY, 2005) considered to be a precursor since the 1980s. In 
contrast, there is no German-speaking professional society for CSS (yet), and 
only few conferences, professorships and degree programs exist. The 
international research community is more diverse and more strongly shaped by 
the natural sciences, with central research personalities coming from physics and 
mathematics (CIOFFI-REVILLA, 2018; CONTE et al. 2012). In recent years, 
there has been an increase in contributions from political science (BLÄTTE, 
BEHNKE, SCHNAPP & WAGEMANN, 2018) and sociology (LUPTON, 2015; 
MARRES, 2017). Furthermore, there are competing terms such as "Digital 
Methods" (ROGERS, 2019), "Social Research in the Digital Age" (SALGANIK, 
2018), "Digital Methods for Social Science" (SNEE, HINE, MOREY, ROBERTS & 
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WATSON, 2016), or "Digital Culture" (UNIVERSITY OF KLAGENFURT, 2021) 
that are not always clear-cut in terms of methods, data base, and objects of 
study. If these individual developments are considered as a whole, they are far 
from being marginal or existing only as a small discipline (ARBEITSSTELLE 
KLEINE FÄCHER, 2018). They move into the middle of the humanities, cultural 
studies, and social sciences. Researchers in individual disciplines continue to 
further differentiate them. This multifaceted field of research is heterogeneous, 
and researchers elaborate and experiment simultaneously. [7]

DH and CSS are still in their early stages in many areas. Developments are often 
project-driven, as SAHLE (2015) noted. There is an unmanageable number of 
tools and data that are not systematically linked with each other and have often 
only been created in the form of prototypes. Currently, research is moving 
between digital manual work and big data analyses: In this context, I define digital 
manual work as working with generic tools, i.e., software used on an everyday 
basis, such as word processors or Internet browsers. In addition, there is manual 
work on data sets that is realized with little or no computation, for instance in 
literature databases, lists of data, or even computer-assisted annotation in 
CAQDAS environments (FRANKEN, 2020a). Big data analyses, on the other 
hand, promise easy access, but often require enormous effort, and sometimes 
the results are frustrating. There is also a great lack of knowledge about digital 
methods across the board in the humanities, cultural studies, and social sciences. 
When digital methods are already used in broader settings, researchers usually 
rely on individual tools. NELSON (2020), for example, conducted her analysis 
based on topic modeling (see Section 4 for the procedure), but there was no 
manual lecture or annotation of the respective texts. This goes hand in hand with 
complexity reduction, which must not turn into pragmatism. At present, a process 
of negotiation is underway to explore where digital methods and where digital 
manual work are necessary and useful. To grasp the character of this process, 
one can see it as a "liminal space or contact zone" (SVENSSON, 2016, p.5). 
Liminality, drawing on research on rituals (TURNER, 2005 [1969]; VAN GENNEP, 
1999 [1909]), has been understood as a phase of transition in which something 
new is purposefully created. In a classical understanding, people consciously 
shape liminality to actively commit to and make visible the liminal phase between 
old and new when it comes to major changes in their lives, such as starting 
school or getting married. In terms of digital data and methods, this is the 
transition from established methods in the humanities, social sciences, and 
cultural studies to computationally enhanced approaches. If qualitative research 
perspectives are to be part of this evolution, researchers must actively engage in 
the liminal phase and visibly shape the radical change to find a place in the newly 
emerging sphere. [8]
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2.2 Points of departure in cultural studies and social sciences: data for 
qualitative research

From a cultural studies perspective, qualitative research is about contextualized 
meaning and the socially constructed character of culture (LINDNER, 2003; 
RECKWITZ, 2004). I argue from the viewpoint of empirical cultural studies as part 
of the qualitative social research discourse. In such a wide, relational 
understanding of culture, understanding meaning is central. Speaking with 
Clifford GEERTZ (1999 [1973]), "man is an animal suspended in webs of 
significance he himself has spun" (p.5). The present has become historical and is 
in flux, and therefore cultural heritage and memory practices are of great 
importance. However, the research interest of qualitative research focuses on the 
present and recent past and concrete practices—i.e., social action in its 
associated narratives and knowledge representations—as well as power 
structures and cultural codes as normative settings which are made explicit 
through cultural analysis (BECK, 2009; LEIMGRUBER, 2013). RECKWITZ (2008, 
p.201) has conceptualized these connections as formations of practice and 
discourse in which both symbolic structures and subjective interpretations are 
considered. [9]

In this understanding, researchers focus on relations and dynamics between 
actors. Their interaction with the world is seen as eventful. Non-human actors 
also have agency (BARAD, 2003). This is especially true in the digital realm, 
where technical devices and algorithms actively co-construct meaning 
(REICHERT & RICHTERICH, 2015). The reading of cultural studies as qualitative 
social research also includes a clear positioning in critical cultural analysis 
through which the representation of self and other is questioned. Postcolonial and 
feminist theoretical approaches especially in the context of science and 
technology studies (BECK, NIEWÖHNER & SØRENSEN, 2012; SISMONDO, 
2010) are central to this research. Cultural studies thus aim "towards new cultural 
insights, as well as towards new ways of thinking about, practicing and presenting 
ethnographic analyses" (FORTUN et al., 2014, p.635). Culture becomes evident 
in language, knowledge, symbols, materialities, and actions. Accordingly, 
researchers in cultural studies use a variety of data, and with digital data this 
scope is extended. [10]

Following BAUR and GRAEFF (2021), I distinguish between research-induced 
and process-produced data for the humanities, cultural studies, and social 
sciences. Research-induced data are produced through scientific data collection: 
Surveys, interviews, photographs, videos, and observation protocols. Process-
produced data (BAUERNSCHMIDT, 2014) are existing corpora such as historical 
archives, administrative data, objects or buildings and, last but not least, products 
of popular culture such as novels, films, comics, or songs. Some of these data 
have already been processed as digital heritage (SMITH, 2013) or in digital  
editions (KLUG, 2021). In addition, there are new types of process-produced 
data, especially trace data and data from social media. Trace data are data such 
as a location transmitted by a smartphone or search terms entered on the 
Internet. They are process-produced, arising rather incidentally and sometimes 
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without the knowledge or reflection of those who generate them. Social media 
data are consciously produced by users, as contributions such as text or photos 
are actively shared with others on a platform, but the producers of the data are 
not necessarily aware of the long-term storage and the sharing with third parties 
such as platform operators or researchers. Even though there is an increasing 
awareness of the data produced by the use of digital platforms, many people 
remain unaware of the extent to which data can be exploited (KROPF, 2019; 
PEETZ, 2021). Not being generated by researchers, they are also part of 
process-produced data, as Katharina KINDER-KURLANDA (2020) noted. The 
category of new types of process-produced data also includes various internet 
data that may result from a remediation from other process-produced data (such 
as media reports), but also blogs or forums as born digital data. Not all this data 
can be processed directly with digital methods. Rather, it is necessary to 
distinguish by data types. Text data may be found for instance as media reports 
or texts from the Internet, but can also constitute of interview transcripts or posts 
on social media. Image data can be extracted from social media, but can also be 
generated in surveys or stored in archives to document objects and buildings. 
Finally, audiovisual data may be collected as part of social media or Internet data, 
such as those embedded in a website, or generated as part of an empirical data 
collection. In addition, numerical data is becoming more important, as for instance 
in trace data. [11]

Researchers in the humanities, cultural studies, and social sciences usually draw 
on a multimodal data base, which is especially true for empirical cultural studies. 
Even without digital methods, qualitative researchers have to select from this 
variety of data depending on their research question (KOCH & FRANKEN, 2020) 
in order to extract a meaningful and at the same time manageable set of data. 
They often experiment methodologically in order to be able to grasp the 
phenomena under investigation in their complexity. This is evident in digital 
ethnography, where ethnographic methods are transferred and adapted to digital 
environments. Another example would be the "walkthrough method" (LIGHT, 
BURGESS & DUGUAY, 2017), a way of researching apps by systematically 
documenting the steps of registration and usage. For realizing digital methods, 
this selection currently means distinguishing by data type. Thus, in my own 
discourse analysis referenced in this paper, I focused on textual data because 
there is already a wide range of techniques for collecting and analyzing them with 
different digital methods. While being pragmatic in the research process, this 
operationalization should not be understood in a generalizing way, because in 
principle multimodal data bases are of course also to be considered for digital 
data and methods. As is the case when the research field is mapped out, the 
design of a study is partly motivated by access and inaccessibility (MARCUS, 
2009; RIEKER, HARTMANN SCHAELLI & JAKOB, 2020). However, in contrast 
to other methods, technical possibilities are far more important for the 
implementation of digital methods because with them, access to the field is 
restructured. Moreover, they require pragmatic solutions in order to make the 
data accessible for interpretation. This brings me back to the initial observation of 
data that only seem to be available and which need to be systematically 
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restructured for use in qualitative perspectives, especially in the digital sphere. A 
specific research program is necessary to address challenges and potentials. [12]

3. Modeling Qualitative Research Processes Using a Discourse 
Analysis

In order to use digital methods, the steps in the research process must first be 
operationalized. Modeling the research process is helpful in this endeavor 
(FRANKEN, 2020b). I agree with McCARTY who interpreted modeling as an 
abstraction: "A 'model' I take to be either a representation of something for 
purposes of study, or a design for realizing something new" (2004, p.255). 
McCARTY followed Clifford GEERTZ (1999 [1973], p.93) by distinguishing a 
"model of" and a "model for." Even though GEERTZ emphasized precisely how 
the two levels for models of culture are interwoven, it is useful to separate them 
analytically. For example, the DH literary scholar JANNIDIS did not distinguish 
between "of" and "for," but simply stated an "of" function. For him, a model is a 
representation of something, a thing, a term, in another medium, for instance 
language, image or sound (2017, p.100). FLANDERS and JANNIDIS (2016, 
p.230) differentiated process modeling from data modeling, the latter being at the 
level of precisely defining data formats, as was the case in the above-mentioned 
general distinction for the data spectrum in the humanities, cultural studies, and 
social sciences. Process modeling as a "model of" is more common in some 
disciplines than in others. In cultural studies and the social sciences, in which 
researchers both work empirically and historically, research steps are visualized 
by numerous introductory textbooks in a linear sequence or circular way (for 
example, in FLICK, 2007, p.128; MURI, 2014, p.463; REHBEIN, 2017, p.342; 
WITT, 2001, §15). Modeling is also ubiquitous in computational thinking 
(DENNING & TEDRE, 2019). This is because in order to create an algorithm, the 
individual steps must first be broken down into parts in order to precisely 
determine the method and sequence. Modeling helps in a double sense: through 
it, one becomes aware of one's own actions and at the same time, it can be used 
to specifically work out where digital data can be integrated into qualitative 
research and where and how they can be analyzed with digital methods. [13]

The aim of modeling is to abstract processes which means that essential aspects 
are considered while deviations from the ideal-typical course are left out 
(FLANDERS & JANNIDIS, 2016, p.229; THALLER, 2017, p.16). In principle, 
research processes in the humanities, cultural studies, and social sciences are 
comparable (see Figure 1): There is a problem that is described in such a way 
that a manageable question can be derived from it. On this basis, researchers 
choose a methodological setting and concrete methods before they collect data 
and analyze the data. Finally, the researchers write down their results from which 
new problems can be derived, either by themselves or other researchers. Such a 
process is then not linear, but iterative and cyclic. Examples include adjustments 
due to pretest results or when it becomes apparent that relevant data are still 
missing. In DH, these steps were soon referred to as part of the "Scholarly 
Primitives" (UNSWORTH, 2000), defined as "basic functions common to 
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scholarly activity across disciplines, over time, and independent of theoretical 
orientation" (§2). [14]

In the following, an exemplary study will be examined more closely to clarify these 
idealized processes. The focus was on the question of how the acceptance of 
digital health care in general and of telemedicine in particular is negotiated and 
which problems are identified by relevant actors in the discourse. The discourse 
analysis was realized in the research network "Automated Modeling of 
Hermeneutic Processes (hermA)" (GAIDYS et al., 2017) and was characterized 
by the collaboration of scholars from the humanities, cultural studies, and social 
sciences with computer scientists and computer linguists. Transferring this study 
to the model outlined above, first, the problem was acknowledged that 
telemedicine is a topic discussed in society. From this step, the question arose 
which actors are involved in this discourse and how acceptance becomes a 
subject of discourse. Methodologically, I chose a sociology of knowledge 
approach to discourse (KELLER, 2011 [2005]) with sampling and coding 
according to the grounded theory methodology (GLASER & STRAUSS, 2010 
[1967]; CHARMAZ, 2014). In terms of data collection and analysis, I iteratively 
reduced the potentially relevant multimodal data to digitally available text in order 
to be able to use different digital methods. Theoretical sampling (STRÜBING, 
2019) and inductive methods as well as abductive inferences (REICHERTZ, 
2013) were essential for compiling the corpus. Manual annotation as digital 
manual work (FRANKEN, 2020a; FRANKEN, KOCH & ZINSMEISTER, 2020) 
was central to understanding contexts and carving out discourse positions and 
actors during the multiple loops of data collection and analysis. This was followed 
by writing down central results, such as the fact that patients had disappeared 
from the discourse (FRANKEN, 2022b). Additionally, further problems were 
articulated, such as the discursive settings around data protection. Figure 1 
shows the idealized research process and a selection of digital extensions that 
were integrated. Using this approach, around 13,000 texts were collected, later 
reduced to approximately 9,000 relevant ones. Using the different digital methods 
explained below, 87 interesting texts were preliminarily selected to undergo 
qualitative analyses.
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Figure 1: The process of qualitative research, extended by digital methods [15]

4. Extending the Research Process in Terms of Data Selection, 
Collection, Processing and Analysis

Modeling the discourse analysis in Section 3 showed that data selection, 
collection and analysis are suitable for digital methods. With these methods, 
researchers change and extend the previously described research process. In a 
closer look at these steps, the first thing to note is data selection, which is a 
preparatory step in data collection. This requires prior knowledge about the field 
of inquiry, which is key for conducting an informed search. Using resources such 
as controlled vocabularies and norm data turns out to be particularly helpful. 
Semantic fields can be formed based on the norm data and then extended with 
the results of a manual review of some of the data at an early stage (for the 
method, see ADELMANN, FRANKEN, GIUS, KRÜGER & VAUTH, 2019). With 
semantic fields, linguistic connections are conceptualized as semantic units, even 
though they are not clear-cut (TRIER, 1973 [1931]). By creating them, we no 
longer search for individual terms, but with a set of terms. Creating this set is in 
large parts digital manual work. This includes reviewing vocabularies and other 
norm data for thematically suitable categories as well as reading some parts of 
the data to identify relevant search terms. [16]

My semantic field consisted of all hyponyms that I deemed relevant, drawing from 
the German National Library's Integrated Authority File (WIECHMANN, 2012). 
Depending on the topic, several hundred hyponyms are compiled that are 
impossible to fully reflect upon. If, for example, one creates a semantic field on 
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food and drink (STIEMER & VAUTH, 2020), extensive lists of foods quickly 
become available on this data basis. For more specific cases such as 
telemedicine, terms tend to stand out that would otherwise not have been brought 
to the researcher's attention, such as telecardiology. These terms are read out 
from the vocabularies automatically via an interface which issues output in 
standard formats and is made available by the German National Library. 
Combining different authority data and manual research at an early stage of 
research is key to building a comprehensive semantic field on the topic under 
investigation. In the course of dealing with the topic, semantic fields can grow and 
become more precise. Especially in large, unknown data sets, researchers can 
thus identify material that would not be found by using only a few search terms 
(KOCH & FRANKEN, 2020). [17]

Digital methods are also useful for data collection. In order to extract data sets, 
researchers need crawling and scraping processes, i.e., finding, storing and 
processing relevant Internet data (BARBARESI, 2019). In this step, digital manual 
work also initially predominates, and the main interest shifts towards generating 
big data computationally at a later stage. To reflexively define starting points of 
crawling in the network, so-called seed URLs, individual researchers' knowledge 
and ability for manual searching and compilation is again necessary. Next in the 
process is scaling. It is mainly done by an algorithm, that stores text based on the 
starting points, extracts links from this text, follows the links and again stores the 
text. In order to conduct thematic crawling in a focused manner, it is essential to 
prepare semantic fields in advance and manually create a list of web addresses 
that serve as starting points (ADELMANN & FRANKEN, 2020). This method 
quickly produces large sets of data. Of course, data can also be generated in 
other ways, for example by accessing the interfaces of social media, so-called 
application programming interfaces (APIs), and storing tweets on individual 
hashtags, for example. Scraping stores the data that are selected for further 
processing. This method closely links data selection and collection. In the 
exemplary study discussed here, websites of health insurance companies, 
doctors' associations and patients' associations were used as seed URLs. From 
this, customer journals, scientific studies and political strategy papers, but also 
technical instructions for doctors' practices and information texts were found. 
Identifying relevant discourse actors and their positions is central for a sociology 
of knowledge approach to discourse. Consequently, thematic crawling is also 
suitable for extracting a broad spectrum of positions—provided that previous 
knowledge has informed the semantic fields and groups of actors that the 
analysis is based on. However, in the results, the data are no longer or only in 
small parts organized around the previously identified discourse actors because 
the links on the web pages do not adhere to the boundaries drawn by 
researchers. This necessitates new perspectives, for example on how to attribute 
them, and shows how important digital manual work is during and after 
computational steps. The obtained data can be further supplemented by data 
such as tweets or even qualitative interviews. [18]

Using digital methods for analysis requires data to be processed first, especially 
when textual data is of interest. It is important that large data sets are named and 
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stored in a structured manner. Depending on the further steps one must also 
determine which units of the text should be stored separately. Linguistic 
processing is indispensable for achieving precise results of digital analysis. It is 
used to identify individual words (tokenization), to revert them into their basic form 
(lemmatization) and to classify the words used (part-of-speech tagging) or to 
break them down according to syntactic relations in the sentences (parsing). 
Such natural language processing methods originate from computational 
linguistics and are widely used in DH and CSS (for an introduction see 
ANDRESEN & ZINSMEISTER, 2019; PUSTEJOVSKY & STUBBS, 2012). For 
example, word frequencies are only of limited significance without lemmatization. 
In other contexts, it is more interesting to break down textual data by parts of 
speech or by entities. For instance, this is the case if researchers want to keep 
traceable that "Jens Spahn" and "Federal Minister of Health" were synonymous 
with each other—at least for a specific time period. In data processing, 
unstructured text (from a computational perspective) becomes structured text that 
is machine-readable and can thus be processed with digital methods. While there 
are tools for some processing steps that can be easily reused, depending on the 
question and the data structure it may be necessary to plan for additional efforts 
for these steps. Digital manual work should not be neglected here either, because 
researchers make a large number of decisions about methods and 
implementations in detail during processing, they work with different versions of 
the data and with corresponding file naming, data filing and overview lists. [19]

Once data that are potentially relevant for the research question have been 
appropriately prepared, the initial phase of sifting and analysis begins. It can be 
supported by text mining and distant reading, i.e., filtering within large amounts of 
text for relevant passages (IGNATOW & MIHALCEA, 2017; KOCH & FRANKEN, 
2020; LEMKE & WIEDEMANN, 2016). Concrete methods include statistical and 
computer linguistic analyses, ranging from simple frequency distributions to 
collocations. The latter is used to examine words that frequently occur together. 
Terms from the previously created semantic fields can again be used to work out 
specific connections. Topic modeling (BLEI, 2012; JACOBS & TSCHÖTSCHEL, 
2019) can also be used to include terms that commonly occur together. If this is 
frequently the case, this machine learning method assumes that terms belong to 
a topic. Since this technique is not based on a set of predefined terms, it is 
particularly suitable for supporting inductive and abductive research approaches 
(NELSON, 2020), because the result of a topic modeling is a grouped list of 
frequently co-occurring terms without any annotation. This is fundamentally 
different from statistical methods, where predefining terms are common practice. 
After using a topic modeling tool such as the command-line based "Mallet" 
("Machine Learning for Language Toolkit," McCALLUM, 2002), which has 
become a standard in the DH and CSS, again a substantial amount of digital 
manual work needs to be undertaken, mainly reviewing and labeling lists. It takes 
the tool only a few minutes to create the actual topic term matrix, i.e., a list of 
terms assigned to a topic, from a text that has been appropriately prepared. What 
does, however, require a lot of work after the data has been processed is the 
elaboration and use of the meanings contained in the matrix. In a large amount of 
unknown texts, topic modeling reveals those texts that strongly represent 
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individual topics. Based on the corresponding topic lists, researchers know that, 
for example, terms such as "patient," "data," "consent," "processing," and "health 
data" often appear together, but do not know in detail what the texts contain. In 
addition, analytically relevant details such as gendered forms of words are 
missing. By reducing down to topics the terms of which are (or could be) actually 
related to the relevant research question, this method can be used to identify 
meaningful texts or parts of them within the data. Relevant texts can 
subsequently be sifted manually in order to learn more about the thematic focus. 
Topic modeling can thus be used in different dimensions for filtering within textual 
data. However, as this method works with tables rather than the original texts, all 
the contexts are missing. [20]

Syntactic annotations are helpful for retracing the contexts (ANDRESEN et al., 
2020). Here, linguistic structures are evaluated to determine the concrete context 
of word usage. This allows for a different view of the (still unknown or not yet 
intensively examined) data, such as when attributions to already known concepts 
are made visible. For example, in the sample material, telemedicine was ascribed 
to terms like "possibility," "enrich" and "enable." However, many of the attributions 
could not be interpreted without considering the context. In the web crawling 
corpus, telemedicine was attributed to both "ensured" and "endangered." At first 
sight and without knowing the passage in the texts, this revealed the complexity 
of the collected data, which obviously contained different discourse positions. 
Researchers are again directed here to potentially relevant texts and text 
passages. Syntax profiling allows for a different view of the material, and the 
results can be used as filters. These techniques deliver substantially more 
informative results than the mere frequencies that CAQDAS packages help 
provide under the name of mixed-methods approaches to qualitative methods. [21]

Another method for data analysis is considering sentiment values of texts, i.e., 
classifying word meanings as positive or negative (D'ANDREA, FERRI, GRIFONI 
& GUZZO, 2015; LIU, 2015). This involves searching for terms with positive and 
negative connotations in parts of texts, either based on dictionaries established in 
advance (often by third parties) or on machine learning. Exploratory experiments 
conducted as part of the discourse analysis that is presented in this paper quickly 
revealed that in both alternatives there were (too) many ambiguities when it came 
to categorizing terms as either positive or negative. Hence, computationally 
assigned meanings yielded limited insight. Only with digital manual work was it 
possible to come to reliable conclusions. Manually examining the individual 
computational analyses is the only way to decide whether the use of words in a 
specific context is actually positive or negative. Similar to topic modeling, this 
raises new methodological questions of documentation and also of quality criteria 
(STRÜBING, HIRSCHAUER, AYAß, KRÄHNKE & SCHEFFER, 2018) for 
corresponding analytic practices. [22]

Manual annotation, i.e., highlighting central parts of the text and then developing 
categories inductively (FRANKEN, KOCH & ZINSMEISTER, 2020) is essential to 
analysis and computers can only offer limited support. While annotations can be 
carried out computationally at the word level, as in the example given in this 
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section in which all mentions of "Jens Spahn" and "Federal Minister of Health" as 
well as further synonyms for him can be marked automatically, both brainwork 
and digital manual work are required during and after digital filtration practices to 
analyze structures of meaning. Annotation tools digitally support the step that is 
otherwise realized with pen and paper. For manual annotation, there is still no 
open-source tool that caters well to the needs of the humanities, cultural studies, 
and social sciences. Consequently, proprietary solutions from CAQDAS are 
generally used here, even though this contradicts the principles of open science. [23]

Digital methods must be differentiated according to their field of application. Topic 
modeling, for example, is well suited to identifying broad sub-topics. Sentiment 
analysis, on the other hand, is related to the specific text and can therefore be 
used to detect special features. Methods that engage with data in a more distant 
manner are suitable for early stages of analysis, while methods that do so more 
closely are a better fit for late phases. The methods presented as examples show 
how data selection, collection and analysis can be supported and extended by 
digital methods. Qualitative researchers have to be keen to switch between 
methods and data in order to arrive at well-founded conclusions. Possible 
findings are heavily reliant on the selected approaches and how they are 
arranged. A priori assumptions are present in all steps and often already 
inscribed in tools, methods and approaches—they have to be made transparent 
and questioned again and again. [24]

There are of course other methods, such as in the context of natural language 
processing (as in the application of BAKER [2012] or NELSON [2020]). 
Visualizing data sets can also be used as a basis for interpretation (DRUCKER, 
2020; SVENSSON, 2016). The context of the particular research question is 
crucial for assessing the applicability to research interests in the humanities, 
cultural studies, and social sciences. For other sorts of data, one could set up a 
model that is comparable to the one for texts described in this paper. The 
analysis of images, for example, is already well developed, but it is even more 
difficult for audiovisual data (attempts can be found, for example in LEGEWIE & 
NASSAUER [2018]). Currently, a multimodally combined data base usually 
means that different analyses have to be conducted simultaneously because 
there are hardly any methods that could, for example, computationally process 
text-image combinations. [25]
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5. Challenges and Potentials

What are the challenges, but also the potentials, of extending research processes 
in the humanities, cultural studies and social sciences with digital data and 
methods? As has been shown, not all steps of the research process can be 
extended with digital methods. The parts that are determined by epistemology still 
need to be processed manually by the researchers. [26]

5.1 Challenges

I see five key challenges in using digital data and digital methods as a toolbox, as 
well as developing them further in the sense of an experiment kit. First, corpus 
generation is not yet satisfactory for all research areas. DH and CSS often work 
with process-produced data (Section 2.2). Studies are usually limited to one type 
of data. However, the strength of qualitative empirical disciplines, as well as 
history or geography, lies precisely in combining different types of data. The step 
of corpus creation thus faces specific challenges in finding and storing the 
different data as well as in the inclusion of diverse and linked research-induced 
data. [27]

Second, this is connected to the fact that the DH research community in particular 
is highly centered on written language. For CSS, data from social media play an 
important role, but they rarely consider connections, for instance between text 
and images. Research is severely hampered as long as image or audio data are 
still analyzed separately from text. Heterogeneous and multimodal data need to 
be included to a larger extent than they are now. [28]

Third, it is central to ask about the DH methods that are applied. The choice of 
approaches and their order determine possible findings and are a challenge in 
the modeling and realization of the research process. It is usually not sufficient to 
limit oneself to one method. In fact, research perspectives are extended and 
broadened by combining different approaches that are engaging with data more 
closely as well as in a more distant manner. Research questions change in the 
course of projects, and methodological challenges and possibilities often only 
become apparent along the way. [29]

Fourth, using digital methods changes the research process modeled above in 
terms of data selection, collection, processing, and analysis. Instead of an 
individual arrangement of the data, iteratively adjusted and increasingly 
overlooked in their complexity, a non-linear, granular perspective on the material 
is adopted. Insights into manually unmanageable data settings are structured 
primarily by the outputs of algorithmic methods. This is another reason why it is 
always necessary to manually sift through data, for example to read linear text, in 
order not to lose sight of the overall view and depth of it. BAKER and LEVON 
(2015) also noted that results of digital methods are still too often seen as neutral 
and as a countermeasure to the alleged cherry-picking of qualitative social 
research. [30]
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The fifth challenge lies in the pluralities of meaning that are inherent to data from 
the humanities, cultural studies, and social sciences and their interpretation, but 
which to date can hardly be captured digitally. Approaches to qualitative research 
are particularly characterized by the fact that no unambiguous answers exist, and 
in many cases, these are not even sought. Formal categories, which are often 
central in digital methods, are not always (easy) to find for these questions. 
Accordingly, there remains a great need for further development in the 
experiment kit of digital methods. [31]

The reflexive level is transverse to these challenges, which is emphasized in DH 
(GEIGER & PFEIFFER, 2020) but still needs more development. Qualitative 
researchers are well prepared for these issues with their reflections on methods 
and theory building. The turn to digital methods requires specific critical 
perspectives on data and code structures, on their conditionality and 
operationalizability, on limitations of the corresponding research and possibilities 
of its expansion which may even be prevented by a lack of reflection. In this 
regard, it is necessary to ask about the digitized hermeneutic production of 
knowledge that has been altered by the application of digital methods and the 
sections of reality that are addressed with it. [32]

5.2 Potentials for further development

In Sections 4 and 5.1, I have already implicitly mentioned potentials because the 
challenges described there are also possible avenues for further development. 
First, by using standards and vocabularies, corpora can be compiled in a more 
informed way. Data thus become easier to find, more comparable, and more 
qualitatively accessible. A particularly promising approach is annotating: It can 
serve as a link between processing and analyzing a corpus. Many sub-steps can 
already be automated, for example through named entity recognition in which 
entities such as persons or places are automatically annotated (IGNATOW & 
MIHALCEA, 2017, p.61). Computational annotations of, for instance, collocations 
can be used to make visible structures that evoke manual annotation and thus 
interpretation. [33]

Second, further developing semantic search technologies and image recognition 
for combined analyses has great potential with regard to analyzing complex 
relational phenomena and decoding meanings. Using semi-automatic methods 
that actively include humans in the loop lends itself to be used for multimodal 
data bases. Thus, in the sense of a human-computer interaction, humans and 
computers repeatedly interact with each other in loops (WOLETZ, 2016). 
Multimodal data bases, among other factors, drive such perspectives and 
contribute to what I called a methodological experiment kit above: Their purpose 
is to bring new challenges and the advancements resulting from them to digitally 
working cross-sectional disciplines. [34]

Third, using digital methods is advantageous if it is reflected upon and applied in 
appropriate steps of the research process. This occurs by drawing on the 
methodical toolbox. The use of integrative work environments could further 
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support the process of iteratively jumping back and forth between data and 
methods in order not to get lost between the different tools and data sets. Despite 
the need for a flexible and user-friendly tool that allows for free combination and 
comprehensible usage of different methods, the development of such 
environments is still pending. Provided that complexity has been appropriately 
reduced and that the research process remains traceable, it can be assumed that 
such a tool would lower the threshold to use digital methods. In this way, existing 
digital methods approaches could become a part of a wider field of qualitative 
research. In addition, developing such a software could close the gap between 
digital data and their processing in research data management since at present, 
the long-term storage of (possibly) re-usable research data is still too 
disconnected from the actual steps of data selection, collection, and analysis. [35]

Fourth, changing the process of analysis can lead to new perspectives on the 
data. Digital methods allow for more targeted sampling and potentially different 
insights because granular perspectives that are both closely and distantly 
engaging with data can be used to make more informed decisions about which 
parts of the research field should undergo deeper analysis. At the same time, 
analyses using digital methods extend the scope of potentially relevant data and 
provide insight into data sets that would be unmanageable when working in a 
purely qualitative manner. Even without an integrated work environment there are 
already many tools that can perform individual work steps or offer support for 
them. [36]

Fifth, the most comprehensive dimension in which the methodological experiment 
kit can be used and further developed for qualitative research is the pluralities of 
meaning. Initial approaches already exist in this area. An example for this would 
be embeddings, i.e., vectors that represent neighboring terms in their specific 
context. They can capture polysemy, i.e., diversity of meanings, and linguistic 
synonyms based on how they are used in the specific sentence (WIEDEMANN, 
REMUS, CHAWLA & BIEMANN, 2019). This can be an approach to digitally 
recognize meanings and support manual retrieval of similar utterances by means 
of the contexts in which they are used. [37]

Again, the reflexive level plays an important role in all five of these potentials. It is 
important to acknowledge what may not be found with digital methods and what 
can perhaps still only be found with digital manual work, with the researchers' 
contextual knowledge and their specific view of the data represented in relations 
and contexts. Data are not neutral, nor should they be a black box. They are 
incomplete and remain messy, they are alive, and in many cases, they are also 
broken or uninterpretable (PINK, RUCKENSTEIN, WILLIM & DUQUE, 2018). 
Data are embedded in a web of meanings and different agency and therefore can 
only be understood in their discursive constructions and materialities. Besides the 
data, the choice of analytical methods and tools determines which questions 
qualitative researchers can ask of the material. If, for example, as in the 
discourse analysis presented above, the data are not elaborately prepared for a 
network analysis, this perspective on the data remains hidden. It follows that: "To 
some extent, tools and infrastructure shape the questions we can ask" 
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(SVENSSON, 2016, p.16). For the analysis of such boundaries, science and 
technology studies offer points of connection especially with critical data and 
code studies, in which data and algorithms are critically examined for their 
efficacy (BOYD & CRAWFORD, 2012; KITCHIN & LAURIAULT, 2018). Greater 
integration of these perspectives into the practice of digital methods development 
and usage can be beneficial for both sides. [38]

6. Conclusion: Digital Data and Methods Extend Qualitative Research 
Processes

What does the extension of qualitative research processes look like in terms of 
digital data and methods that are currently subsumed under the terms DH or 
CSS? It is necessary to use concrete methods from the methodic toolbox and to 
develop them further to cater to the needs of qualitative researchers with the 
methodological experiment kit. In doing so, the limits of digital methods have to 
be kept in mind and it has to be reflected what is possible and productive. [39]

The use and further development of digital methods and tools extend qualitative 
research processes. Creatively integrating new elements into the research 
process is particularly important for problem solving from and in DH and CSS. 
These new approaches are more than service providers. It must be clear, 
however, that most questions cannot be fully addressed by digital approaches. 
There is nevertheless the potential to not only support analyses, but to develop 
them further. Even if the intensive pervasion of the data in a hermeneutic 
understanding as the core step of qualitative analyses can be built on digital 
methods more frequently in the future, the focus will continue to be on digital 
manual work. Digital methods can facilitate this in many places. At the same time, 
integrating digital methods can provide for the expansion of qualitative research, 
especially with the principles of sorting out uninteresting and finding particularly 
relevant material. [40]

There is also untapped potential in the better combination of quantitative and 
qualitative analysis. Much of this is already common practice in quantitative 
research because it uses other types and amounts of data. Therefore, it is worth 
taking a fresh look at old discussions around mixed methods (MORSE & 
NIEHAUS, 2016). Quantitative and qualitative research are at different stages of 
a shift in the research processes towards datafication in a society that is 
increasingly mediated or made possible by data (DOURISH & GÓMEZ, 2018). In 
quantitative research, the stronger change lies in the data basis towards trace 
data and the reuse of data sets that are created unintentionally; in qualitative 
research, it is more the access to the data itself that is changing. With digital 
methods, large amounts of data can be processed, which changes data collection 
in particular. Qualitative methods and digital manual work can then be applied to 
data that turned out to be particularly relevant during previous analyses. This 
extension can be seen as a further development of mixed methods approaches. I 
assent to the view of geographer and big data researcher Rob KITCHIN (2014b) 
who proposes a data-driven science that combines deductive, inductive, and 
abductive elements. Such a combination makes it possible to apply the methods 
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described above to large amounts of data in order to generate new hypotheses 
from the material—i.e., in a data-driven way. Subsequently, these then need to 
be further validated or falsified. [41]

Only if the existing possibilities and limits currently offered by digital data and 
methods to qualitative research are specifically explored can a change in the 
methodological approach be advanced. Researchers must be aware that a 
substantial amount of digital manual work is involved in these steps - and will 
probably continue to be involved. The promise of big data analyses providing a 
well-founded analysis of data at the push of a button contradicts the quality 
criteria of the humanities, cultural studies, and social sciences. However, digital 
manual work must not be perceived as a burden to be minimized, but as a 
necessary and purposeful engagement with one's own data. Digital manual work 
is just as much a part of scientific work as the conceptual and intellectual 
discussions and cannot or should not be done by an algorithm. The inseparable 
connection of the reflexive level with the data and methods becomes apparent 
here. [42]

Qualitative research comes with special requirements for DH and CSS that are 
coined not only by the way qualitative research is defined but also the specific 
questions, data, and methods as well as the researchers' needs. Qualitative 
researchers can contribute to interdisciplinary contexts in multiple ways: They 
bring new perspectives on multimodal data and other uses for established 
methods, and they reflect on how knowledge is produced under new digital 
circumstances (FRANKEN, 2022a). As digital data and methods become 
increasingly important in research fields as well as in science policy, the 
potentials of digital methods should be brought into the breadth of qualitative 
discussions. Only if qualitative researchers actively shape these processes will 
these be further developed in a suitable way and according to the accompanying 
research logics. Qualitative researchers across the board must therefore ask 
themselves what using digital data and methods means for their research 
processes and methods, their research fields and objects, and their research 
questions and epistemologies. [43]
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